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U.Ss. DEPARTMENT OF Homeland Security analysts
develop simulation models and tools to analyze

the consequences of complex events on critical U.S.
infrastructure and resources. An example of such
an event is a coordinated cyber/physical attack that
disables transportation and causes the release of
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Figure 1. CEMSA enables rapid analysis of complex event consequences.
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organic capabilities for risk analysis
within DHS, enhance interoperability
within DHS, and enable DHS to access
and leverage the best available models
within other government agencies, as
well as within partner universities and
industry.

Here, we start with the complex
event analysis environment, followed
by an approach to addressing them.
We briefly present technical detail of
some CEMSA components and dis-
cuss an example of its possible use in
an interesting homeland security ap-
plication—an evaluation of the conse-
quences of cyber events on the physical
infrastructure (see Figure 1).

Complex Event Analysis

CEMSA is being developed for an op-
erational environment to support DHS
strategic- and operational-level plan-
ners. Products and services in crisis re-
sponse require analysis to be conducted
within given time constraints to meet
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DHS leadership decision cycles. CEMSA
addresses the following requirements:

Analytical.

» Enables estimation of disruption
consequences, guides use and devel-
opment of more detailed models, and
integrates models;

» Allows composition of current and
future models in an operational envi-
ronment to determine direct and cas-
cading effects resulting from multiple
sources of infrastructure disruption;

» Enables analysis and simplifica-
tion of systemwide models, allowing
estimation of disruption consequenc-
es, guides use and development of
more detailed models, and assists de-
velopment of high levels of confidence
in model results;

» Ensures transparency for clar-
ity and ease of communication, en-
abling explanation of possible sys-
tem behaviors;

» Confirms modeling and analysis
sufficient to engender a high level of
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confidence in modeling and analysis
results; and

» Quantifies errors and uncertain-
ty that can arise when combining
real-time data streams with models
based on historical data or analytic
abstractions.

Real time. CMESA enables real-time
decision making through the collec-
tion and management of real-time field
information, identify effects of new in-
formation on an analysis already under
way, and project effects of new infor-
mation, with updates from the field on
a simulation’s outcomes.

Architectural.

» Links models across and within
infrastructures at various resolutions
and spatial and timescales while ac-
commodating various modeling lan-
guages and approaches;

» Enables on-the-fly integration of
multiple, disparate models incorporat-
ing consequence and other analyses to
address specific questions and provide



analytical ability scaled to available
schedule and budget; and

» Applies well-defined “semantics”
for describing models and simula-
tions, leveraging and expanding the
existing suite of analytical tools and
capabilities and developing methods
to incorporate existing and potential
new tools.

Standards. CEMSA adheres to rele-
vant industry standards, including those
from the World Wide Web Consortium
and from the Open GeoSpatial Consor-
tium.

Approach

The nonproprietary, net-centric, enter-
prisewide CEMSA® delivers innovative
capabilities for addressing these re-
quirements: It is designed and imple-
mented as a modular system based
on open service-oriented architecture

a Developed by Lockheed Martin for the Depart-
ment of Homeland Security, CEMSA is owned
by DHS, with no Lockheed Martin copyright,
and is free for DHS to install.

standards. A number of modular core
CEMSA Spring Framework services are
implemented on the back-end server
to support consequence analysis (see
Figure 2). The back-end server includes
an execution-engine service based on
Kepler/Ptolemy software® that sup-
ports combined execution approaches,
a catalog that provides knowledge rea-
soning about models and simulation
domains, a central database service
based on PostgreSQL for persistence,
an approximation engine for deliver-
ing initial time-critical analysis results,
a planning service that generates can-
didate simulation plans for analysts,
and an explanation engine supporting
assessment of the results.

Net-centric analyst assistant. The
Web-based CEMSA user interface
helps analysts develop, manage, and
assess the effects of multiple com-
plex events, supporting their requests
for analysis (RFA), delivering a conse-
quence analysis report, and commu-
nicating with CEMSA back-end ser-
vices for model composition.

contributed articles

The CEMSA front-end is based on a
model-view-controller approach. Pan-
els are laid out from left to right for
overall analysis tasks of discovery, syn-
thesis, and reporting. Discovery views
include RFAs, data, models, experts,
and ontology trees of Critical Infra-
structure and Key Resources (CIKR),
which are part of the United States Na-
tional Response Framework. Synthe-
sis views include events maps, inputs,
outputs, sensitivity, plans, and system
properties. Reporting views include
report templates, generation options,
and report editing.

When an analyst requests a plan,
the constraints are passed to the plan-
ning engine,which returns a generated
plan workflow for the analyst’s review.
After one or more iterations where
the analyst identifies specific models,
data, and experts, and receives refined
generated plans, the analyst then ex-
ecutes the plan. Execution is coordi-
nated by the execution engine, with
calls to models on the network operat-
ing as services. The analyst can use the

Figure 2. CEMSA architecture integrates models and data.
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same view to monitor, pause, stop, or
change plan execution. A report is gen-
erated when the consequence analysis
simulation is completed.

Planning engine. The planning en-
gine generates an analysis plan from a
description of the business processes
represented by the DHS functional area
analysis, the DHS infrastructure data
taxonomy, and catalog of models. This
information is stored in the meta-plan,
an XML representation of a directed
acyclic graph of meta-models covering
all required analysis activities.

The planning engine uses the meta-
plan to generate a plan as a directed
acyclic graph of meta-models that re-
sponds to the RFA. It generates a hi-
erarchical task network, including a
hierarchy of analysis activities, within
which are active task networks that
specify potential combinations of cat-
egories of models. The hierarchical
task network approach is used in many
industrial-strength planners to reduce
the search space of potential plans to
those corresponding to actual task ac-
tivities in a given domain, in this case
consequence analysis."

The planning engine selects and
composes resources that satisfy con-
straints (such as time, fidelity, and
inclusion or exclusion of specific
models, data, and experts used in gen-
erating a solution). Iteration through
the CEMSA Radar user interface se-
lects among alternative models to per-
form the actual model computations
appropriate for that model category.
The planning engine estimates the
overall duration of the resulting plan,
andifatime constraint cannot be met,
alternate models are substituted into
the plan to reduce the overall time-
line. If the time constraint is still un-
met, the planning engine uses model
approximations. The user interface
gives analysts the ability to modify the
model composition and replace se-
lected models with others as needed.

The planner translates the complet-
ed plan into an executor-appropriate
format. For the Kepler executor, this
is a workflow of “actors” representing
Web Service Description Language
(WSDL) calls and edges representing
the data passing between models.

Approximation engine. The approxi-
mation engine enables timely conse-
quence analysis through estimates of

A disruption to
supervisory control
software might shut
down an electrical
generator, and the
resulting loss of
power might disable
a water-pumping
station.
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analysis plan outputs and of end-to-
end run times as a function of desired
granularity. It characterizes the un-
certainty associated with the models
and approximates individual models
with a simpler surrogate model. The
approximation engine works with
the planning engine by applying sta-
tistical analysis to similar previous
analysis plans, captured in a knowl-
edgebase, to provide an approximate
answer. This approach is similar to
the one used in engineering optimi-
zation, where model approximations
(surrogates) are used for repeated
runs of the composite simulation.!

CEMSA’s simulation computes
probability distributions for desired
parameters describing complex mod-
els consisting of existing models. Par-
allel and distributed simulations, in
which multiple simulations consist-
ing of individual models or simula-
tions execute simultaneously on dif-
ferent processors/platforms, provide
the best scalability as requested analy-
ses become more complex and more
users interact with the system.

Semantic reasoning engine. A key
challenge for model composition is
understanding when models can be
coupled together and what models can
be coupled as part of a larger simula-
tion; this requires capturing and rea-
soning over model type information,
as well as model input and output
types. CEMSA’s semantic reasoning
engine addresses this semantic chal-
lenge, with the catalog component of
the engine serving as a knowledgebase
and reasoner storing previous studies,
interdependencies, models, simula-
tions, and datasets.

Ontologies in the catalog support
model composition in the planner,
categorizing models and their inputs.
CEMSA’s base ontologies are Semantic
Annotations for WSDL Working Group
and OWL-S ontology built on top of the
Web Ontology Language (OWL) for ser-
vices, Kepler for model composition,
and an adaptation of the DHS infra-
structure data taxonomy; the table here
summarizes the standards governing
CEMSA’s catalog representation.

When the planning engine populates
an abstract task in the hierarchical task
network, it identifies context, including
event type, CIKR sectors, and activity the
analyst requested. The catalog iterates



through contexts to identify the models
that are relevant to the event, sector, and
activity, using an ontological reasoner to
check for satisfaction over the class hier-
archy in the ontologies.

System administrators integrating
new models and simulations into the
CEMSA framework modify the catalog
through the knowledge-manager-per-
spective user interface that supports
describing how a class of models fits
into the analysis process; modelers
provide details for model instances
through a modeler-perspective user
interface for describing the model
itself. The planning engine in turn
requests types of models matching
constraints from the catalog, as do the
approximator engine and the analyst
assistant when presenting these con-
straints for selection by the analyst.

Model ingestion engine. The prima-
ry requirement for adding models is
that they provide an external API from
which developers can construct a Web
service. CEMSA represents service in-
terfaces through WSDL, invoking them
through Simple Object Access Proto-
col (SOAP). Modelers construct their
own Web service wrappers or use the
facilities provided by the Kepler scien-
tific computing framework, which also
serves as the basis for CEMSA’s execu-
tion engine.

Once models are wrapped as a
WSDL, the modeler can ingest them
into the CEMSA catalog through the
Radar user interface. Using the catalog,
the model-ingest client prompts the
modeler to provide details (such as ex-
ecution time, units, and types used on
inputs and outputs and valid domains
for the model), as well as information
on standards in the table. When the
modeler supplies the metadata, the
ingest client stores the Kepler wrapper
and metadata in the catalog.

Knowledge manager assistant. A
knowledge manager (KM) examines
the CEMSA catalog of models, data
services, and experts, as well as the
end-user organization’s analysis pro-
cess, and provides the planning en-
gine task hierarchies that fit the or-
ganization’s business processes. The
meta-plan states the sequencing of
overall activities and potential cou-
plings between categories of models.
CEMSA provides a perspective for the
KM to achieve these goals.

contributed articles

Modeling standards used by CEMSA.

Category Standard Description

Measures Metric Metric measures (meters, liters, grams) for model inputs
and outputs and seconds for temporal measures

Network SOAP 1.2 over Network transport uses SOAP xml over https for secure

Protocol HTTPS data transmission

Services WSDL 1.1 Model provides callable input, output, and control interface
through the WSDL 1.1 standard

Semantic OWL-DL Describes inputs and outputs for models that provide

Models semantic results or use semantic inputs

Queries SQL, SPARQL SQL database queries from model to CEMSA database
service; SPARQL queries from model to CEMSA ontology
knowledgebase service

Information NIEM CEMSA emphasizes core, geospatial, CBRN, cybersecurity

Exchange (emerging), emergency management, and infrastructure
protection sectors of the National Information Exchange
Model

Geospatial OGC standards: Support standards include KML for 3D overlays,

Data KML, WFS 2.0, annotations and interaction; Web Feature Service for map

WMS 1.3, WCS 2.0, features; Web Mapping Service for images, Web Coverage
WPS 1.0 Service for grid data of geospatial regions; and Web

Processing Service for algorithms or processes operating
on geospatial data, including process status

Geographical WGS 84 Uniform coordinate system reduces processing time

Coordinate and potential translation errors

System

Control CEMSA Service interfaces to models include initialization, time
advance, play, pause, resume, and stop

Test Cases CEMSA Provide example inputs, outputs, ranges, and datasets for

testing and characterizing model operation

Figure 3. Real-time data can be combined with simulations.
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This perspective can display all
model information in the catalog. The
KM examines the model metadata,
aligns the model with the appropriate
analysis phase or activity, and edits the
meta-plan to assign possible model in-
put/output connections. The KM can

JUNE 2013

commit the meta-plan for future use
from this perspective. The perspective
also provides access to previous model
results and performance data as anoth-
erresource for updating the meta-plan.

Real-time field data engine. The real-
time field data engine enables analysts
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to use near-real-time information from
third-party sensors that feed informa-
tion into the CEMSA system; the real-
time sensor information is a way to in-
form model compositions in CEMSA.
The real-time data collection
(RTDC) module extends the CEMSA
architecture with an integrated data-

Figure 4. Functional area analysis defines
plans, including cyber effects.
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collection mechanism for real-time ac-
cess to heterogeneous sensing and live
data input mechanisms. The function-
ality of the RTDC is divided into three
distinct steps (see Figure 3): The first
is “sensor discovery,” or the process of
identifying relevant sensors to probe
for the event at hand. The second is
“sensor tasking,” where sensors are
activated with data-collection plans to
match resource needs. Sensor-tasking
requests come in a variety of types: pe-
riodic, where sensor data is scheduled
to arrive periodically; event-based,
where sensor data arrives upon occur-
rence of an event (as determined by an
event condition); instantaneous one-
off, where the model to_ sensor
correlator service generates a one-
time sensor data demand that could
arrive at any moment. Any of these
requests may be deadline-based where
the result of the sensing is required
within a deadline based on when the
request is made. The final step is sen-
sor data delivery.

The RTDC design is based on the
SATware middleware’ for sensor-based
systems thatsupporthigh-level abstrac-
tion of sensors and sensor resources to
abstract the heterogeneity and diver-
sity of sensors and sensor platforms.
Such heterogeneities make program-
ming pervasive applications highly

Figure 5. Generated plans model consequences of cyber events on the physical infrastructure.
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complex, especially when applications
must explicitly deal with failures, dis-
ruptions, timeliness properties under
diverse networking and system condi-
tions, and missing or partial informa-
tion. In RTDC, applications deal with
higher-level semantic concepts (such
as temperature, traffic level, and pres-
ence of entities/activities) at a given
location and time. Such a semantic ab-
straction is provided through “virtual
sensors” bridging application-level
concepts and raw sensor data using
“operators” that transform input sen-
sor data streams (such as weather sen-
sors) to higher-level semantic streams
that capture application-level concepts
and entities (such as region affected by
hurricane). A phenomenon may be ob-
served through multiple sensors by de-
fining appropriate virtual sensors and/
or combining inputs from multiple vir-
tual sensors through the sensor com-
position language of SATware. Virtual
sensors, when defined and registered
with RTDC, hide the complexity of sen-
sor programming from applications.

To address the challenge of real-
time acquisition and processing of
sensor data, RTDC models the sensor-
data-processing problem as a con-
strained optimization problem.” Ap-
plications have associated with them a
benefit function that models the util-
ity of observing a phenomenon to the
application. With CEMSA, that ben-
efit may correspond to reduced uncer-
tainty in the phenomenon of interest.
The sensor-acquisition task is subject
to constraints (such as artifacts of the
sensor properties, as when a given
camera can be focused on only one re-
gion at a given time), the acquisition
process (such as a website where data
is acquired and might impose restric-
tions on the number of queries an ap-
plication can pose per unit time), and
resource constraints (such as network
bandwidth or limitations of available
computational resources). Moreover,
sensors involve associated actuation
parameters (such as spatial/temporal
resolution of data capture and other
quality measures like errors/deviation
from the actual value). RTDC chooses
actuation parameters that maximize
the expected benefits while ensuring
the constraints imposed by the sen-
sors, resources, and collection process
are satisfied.”



Explanation engine. The explana-
tion engine helps analysts understand
the provenance and applicability of
results by associating data and model
results, collecting simulation data at
the time of analysis, and presenting
results. It supports real-time decision
making by tracing where new data
caused an analysis workflow to diverge
from expected or previous results. The
explanation engine stores data from
throughout the composition and ex-
ecution life cycle, including starting
data, intermediate values, and final
values. Analysts search across inter-
mediate and final results for each run
and use persistent data from prior
runs to compare results.

The explanation engine lets ana-
lysts visually trace the running execu-
tion and the simulation results to an
individual model and its associated
inputs and outputs through an edit-
able data-flow diagram in the plan
view, providing error bounds for final
results as a function of error bounds
of each individual model. Sensitivity
analysis is a key method for explain-
ing data and model results. Starting
with a plan from the planner, the ex-
planation engine uses Monte Carlo
methods and model approximations
to provide input to a clone of a given
plan, simulate its run, and calculate
the distribution across each numeric
output value.

Assessing Consequences

of Cyber on the Physical

Now consider the following scenario.
Preparations for a major public event
held in a major metropolitan area
(such as anational political party’s con-
vention) include analysis of the conse-
quences of an attack on infrastructure.
Analysts would use CEMSA to gener-
ate an analysis plan in response to an
RFA. CEMSA generates the plan from a
description of the underlying process
represented in the DHS functional area
analysis (see Figure 4).

One scenario analysts plan for is a
distributed denial of service (DDoS)
attack timed with highway explosions
releasing toxic chlorine gas upwind of
the political event, a scenario that rep-
resents a “complex event” with concur-
rent and cascading effects. The DDoS
attack is under way while the explosion
and release of the gas occurs (concur-

Effects on
communications
network QoS
degrade the
capacity and
reliability of
communications
between citizens
and responders,
causing dispatch
delays and errors
that lengthen
response times
and increase
casualty rates.
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rent disruptions), with each of these ini-
tial events producing cascading effects
on multiple infrastructure sectors.

The DDoS attack impairs commu-
nications by citizens, emergency re-
sponders, and industrial-control sys-
tems required for the safe operation
of electrical-, water-, petroleum-distri-
bution, and other networks. The explo-
sion and gas release disrupt the region-
al transportation grid, and the ensuing
plume requires citizens to shelter in
place while causing illnesses that re-
quire health-care and emergency med-
ical services. Both events interact with
the load already imposed on local and
regional assets by the political event in
the form of concentrated demand for
communications, information tech-
nology, and transportation resources,
as well as additional responsibilities
for police and emergency managers.
The consequences of these interacting
events ripple across the region.

An analyst selects a subset of inter-
esting features from these possible in-
teractions and affected CIKR sectors;
for example, the CEMSA team has eval-
uated the performance of emergency
responders—their ability to promptly
answer 911 calls triggered by the inter-
acting events, in addition to the base
load of police, fire, and medical calls—
as affected by changes in multiple net-
work sectors (such as communication,
water, and electrical power). In this
case, the planning engine generates an
analysis plan that, in addition to physi-
cal models, includes multiple cyber
impact models spanning multiple in-
frastructure sectors and using different
simulation techniques and models of
computation (see Figure 5).

Infrastructure networks model.
The Critical Infrastructure Analysis
and Simulation (CIAS)® model per-
forms flow-graph analysis and simu-
lation of networked infrastructure,
including water (such as pumping
stations, pipelines, and consumers),
power (such as generators, trans-
mission, and distribution lines and
loads), and communications (such as
network exchanges, backhaul, and ac-
cess points). Users specify interdepen-
dencies among infrastructure assets
by setting attributes for individual as-

b Developed by the Idaho National Laboratory,
Idaho Falls, ID.
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sets (such as minimum demand and
maximum capacity for commodities
like water and electricity).

CIAS performs flow and reachability
analysis to propagate effects among in-
frastructure networks stored in a geo-
spatial information system’s database.
Reachability analysis determines the
existence of source-to-sink paths and
essential links for each infrastructure
sector. Flow analysis computes the
flow of resources (such as water volume
and data throughput) available at each
point, recording shutdowns and im-
pairments when flow levels are below
minimum requirements for assets.

Interdependencies among the
supported sectors propagate failure
modes across networks; for example,
a disruption to supervisory control
software might shut down an electri-
cal generator, and the resulting loss of
power might disable a water-pumping
station. A nearby communications
exchange might have backup power,
but loss of cooling water will cause
it to shut down. The resulting loss of
network connectivity might require a
nearby water-treatment plant to shut
down. Effects propagate to other sec-
tors that depend on networked com-
modities (such as emergency manag-
ers who require network connectivity
to dispatch 911 calls and health-care
providers who require water and elec-
tricity to run an emergency room).

Emergency services model (ESM).
Inspired by Mysore et al.,° the ESM¢
is an “agent-based” simulation that
computes “network infrastructure”
effects (particularly impairment to
transportation and communications
networks) on the capacity and efficacy
of police, fire, and emergency medi-
cal services. It represents individual
health-care and emergency-services
assets and citizens as agents, or com-
putational entities responding to the
simulated environment and other
agents by following simplified rules
that reflect essential behaviors.

The ESM is implemented in the Re-
past Simphony suite? and loads trans-
portation network information from
the OpenStreetMaps dataset, locations
of emergency services, and health-care

¢ Developed by the CEMSA team.
d Developed by the University of Chicago and
Argonne National Laboratory.
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The scenario
envisions a

DDoS attack on

the carrier’s 4G
network, in which
the communications
model used by
DEMSA simulates
the cell towers
closest to the
political event and
deploys multiple
users in each cell to
measure network
impairment caused
by the attack.
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and communications assets from the
Homeland Security Infrastructure Pro-
gram (HSIP) Gold® 2012 dataset. Like
CIAS, the ESM extracts “network” re-
lationships from geospatial data. The
datasets organize data into “layers”
according to asset type (such as roads,
law-enforcement facilities, and cell
towers), describing each instance of
an asset by a “shape”; for example, the
road network consists of a set of road
segments (represented in the data-
set by polylines) that meet at intersec-
tions specified by (latitude, longitude)
points. The ESM converts this spatial
representation into an undirected
graph with vertices corresponding to
intersections and edges correspond-
ing to road segments, using the graph
representation to dispatch emergency
responders along the shortest avail-
able path to the location of a casualty.
The ESM uses heuristics to reconstruct
connected networks from the some-
times-disconnected segments in geo-
spatial datasets; for example, it “en-
larges” the road segments’ endpoints
to connect them to adjacent segments,
as when two or more multi-lane roads
meet at an intersection that could be
tens of meters wide.

The HSIP Gold dataset provides lim-
ited information about core network
assets and backhaul links maintained
by commercial voice and data carri-
ers, so the ESM uses a spanning-tree
approximation to connect “edge” as-
sets like cell towers to core assets like
switching centers. Each mobile re-
sponder is affiliated with a fixed site—
police cars with police stations, fire
engines with fire stations, and ambu-
lances with hospitals.

Each asset type follows a sim-
ple state machine: citizens can be
healthy, ill, injured, or dead;
fixed sites can be available, 1im-
ited, or unavailable; and mobile
responders can be available, dis-
patched, on scene, limited, or
unavailable. Each asset type can

e DHS HSIP Gold is a unified homeland infra-
structure foundational geospatial data inven-
tory assembled by the National Geospatial
Intelligence Agency in partnership with the
Department of Defense, DHS, and the U.S. Geo-
logical Survey for use by the homeland security/
homeland defense community; it includes a
compilation of best available federal govern-
ment and commercial proprietary datasets.



enter the 1imited or unavailable
state to model the effects of resource
rationing and starvation as computed
by CIAS, with communications be-
tween assets suffering quality-of-ser-
vice (QoS) impairment computed by
CIAS and the OpNet communications
sector model (http://www.opnet.com/).

The ESM provides concrete exam-
ples of the consequences of impair-
ment to networked infrastructure
caused by cyber events. Effects on com-
munications network QoS degrade the
capacity and reliability of communica-
tions between citizens and responders,
causing dispatch delays and errors that
lengthen response times and increase
casualty rates.

OpNet long-term evolution model.
The OpNet modeler is a commercial
modeling and simulation tool for voice
and data networks. Itis a discrete-event
simulation in which “models” corre-
sponding to software applications, net-
working protocols, and hardware de-
vices interact by exchanging messages
corresponding to networked data.
OpNet and its partners have imple-
mented several model libraries, includ-
ing a wireless library with models of ge-
neric wireless devices (such as 802.11
Wi-Fi routers and terminals) and a
long-term evolution (LTE) library that
models the Third Generation Partner-
ship Project (3GPP, http://www.3gpp.
org/) LTE air interface. Subject-matter
experts can use OpNet to simulate a
range of use cases, including civilian,
public-service, and military wireline
and wireless networks carrying voice
and data traffic.

Our scenario involving release of
chlorine gas on a road, focuses on a
region with a dominant commercial
carrier that provides 3G (using code
division multiple access, or CDMA,
waveforms) and 4G (using the 3GPP
LTE waveform) voice and data ser-
vices to civilian and public-service us-
ers. It focuses on the 4G LTE network,
which offers the highest end-user
data rates and therefore drives the
architecture of the carrier core net-
work. LTE is an all-packet-switched,
all-IP network that treats voice mes-
sages as a particular class of packet
data. This converged approach, along
with improvements in modulation
and multiple access protocols, sig-
nificantly increases network capac-

ity. It also involves the possibility that
abuse of the network by one class of
application could impair the per-
formance of others by exhausting
shared resources. The scenario envi-
sions such an event, in the form of a
DDosS attack on the carrier’s 4G net-
work, in which the communications
model used by CEMSA simulates
the cell towers closest to the politi-
cal event and deploys multiple users
in each cell to measure network im-
pairment caused by the attack. Each
simulated user runs three simulated
applications: voice (periodically ini-
tiating calls of varying duration), text
messaging, and background IP data.

Related Work

The High Level Architecture (HLA) is
a specification developed by the U.S.
Department of Defense Modeling and
Simulation Office with several imple-
mentations, including the MaK Run-
Time Infrastructure. It emphasizes
information exchange between simu-
lations over an information bus at the
syntactic level using the Federation
Object Model. Model composition in
HLA is highly dependent on the select-
ed run-time infrastructure (RTI). Com-
posing models based on RTIs usually
means implementing a custom gate-
way between RTIs. HLA results in a
static architecture for model federa-
tion that is difficult to change dynami-
cally, as in the CEMSA planner.

Conclusion

We have described the CEMSA system
and the algorithms being developed
to initial operating capability. The
CEMSA approach is based on seman-
tic model composition via hierarchi-
cal task network planning. Applying
constructs from the planning com-
munity and the engineering-optimi-
zation community to infrastructure
impact analysis, CEMSA gives analysts
the means to assemble, coordinate,
and evaluate collections of models for
complex events and quickly arrive at
effective decisions.
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